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1. What does the alpha-level signify before conducting
statistical tests?
A. Standard deviation
B. Error of inference
C. Statistically significant threshold
D. P-value measurement

2. A psychologist is interested in how well clients are doing
on a certain treatment. The data collected from a client’s
survey response will create what type of scale?
A. an interval scale.
B. a ratio scale.
C. a summary scale.
D. an ordinal scale.

3. A study that often attempts to understand how variables
are related to each other is referred to as?
A. Descriptive statistics
B. Explanatory studies
C. Predictive studies
D. Inferential statistics

4. How is marginal probability calculated?
A. Event occurrences divided by total occurrences
B. Subset divided by total and multiplied by 100
C. Subtracting occurrences from 100 and dividing
D. Total occurrences divided by event occurrences

5. Which factor does NOT influence the power of a test?
A. The sample size
B. The alpha level
C. The standard deviation of the population
D. The mean of the sample
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6. An experiment resulted in a p-value of 0.5. Which
statement is true?
A. The test results were statistically significant at a 5% level.
B. 50% of the test subjects experienced dizziness after the test.
C. Patients experienced 50% less dizziness as a result of the

treatment.
D. The probability that such a test statistic value occurs by

chance alone is 50%.

7. Which techniques are commonly used to present and
organize statistical data?
A. Graphical displays
B. Frequency distributions
C. Summary charts
D. Descriptive statistics

8. A research project that follows the participants forward in
time to identify future outcomes is referred to as
A. a cross-sectional.
B. a cohort study.
C. a case-control study.
D. a quasi-experimental.

9. What are data values that do not fit the pattern of the rest
of the data referred to as?
A. Deleted from the study.
B. Considered outliers.
C. Reinvestigated.
D. Put in a separate category.

10. Which of the following describes the Pearson correlation
test?
A. a type of ANOVA
B. a parametric test
C. a nonparametric test
D. none of the above
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Answers
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1. C
2. A
3. B
4. A
5. D
6. D
7. A
8. B
9. B
10. B
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Explanations
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1. What does the alpha-level signify before conducting
statistical tests?
A. Standard deviation
B. Error of inference
C. Statistically significant threshold
D. P-value measurement

The alpha-level is a critical concept in statistical testing, representing the threshold for
determining whether a result is statistically significant. It is typically set at a value like
0.05, meaning that there is a 5% chance of rejecting the null hypothesis when it is true
(Type I error). When researchers conduct statistical tests, they compare the p-value,
which reflects the strength of evidence against the null hypothesis, to the alpha-level. If
the p-value is less than or equal to the alpha-level, the null hypothesis is rejected, leading
to the conclusion that the results are statistically significant.  This idea of the alpha-level
being a statistically significant threshold establishes the foundation for hypothesis
testing, allowing researchers to differentiate between results due to random chance and
those that indicate a true effect or association in the data. By setting this threshold
before conducting the test, researchers maintain control over the likelihood of making
incorrect inferences based on the sample data.

2. A psychologist is interested in how well clients are doing
on a certain treatment. The data collected from a client’s
survey response will create what type of scale?
A. an interval scale.
B. a ratio scale.
C. a summary scale.
D. an ordinal scale.

The correct response is that the data collected from a client’s survey response will create
an interval scale. An interval scale is a quantitative measurement scale where the
distance between each value is equal, allowing for meaningful comparisons of the degree
of differences between measurements. In a psychological context, survey responses often
use Likert-type scales (e.g., 1 to 5 or 1 to 7) that capture the intensity of feelings or
opinions. Each point on the scale represents equal intervals in terms of the underlying
construct being measured, like satisfaction or symptom severity.  The interval nature of
the scale means that while it is possible to say that one score is greater than another and
that the difference between scores is meaningful, it does not include a true zero point
that represents the absence of the measured attribute. This characteristic distinguishes
it from a ratio scale, where a true zero is present, allowing for statements about ratios to
be made (e.g., twice as much).  In contrast to summary, ordinal, or ratio scales, the
interval scale provides the nuanced ability to measure differences related to
psychological states effectively, making it well-suited for treatment evaluations in
psychology.
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3. A study that often attempts to understand how variables
are related to each other is referred to as?
A. Descriptive statistics
B. Explanatory studies
C. Predictive studies
D. Inferential statistics

The correct response focuses on explanatory studies, which are designed specifically to
understand the relationships between variables. In these studies, researchers explore the
connections and influences that one variable may have on another, aiming to clarify how
and why these relationships occur. This often involves hypothesis testing where the
causal links are examined, rather than merely describing or summarizing the data.  In
contrast, descriptive statistics primarily summarize or describe the characteristics of a
dataset without making inferential claims about relationships. Predictive studies, on the
other hand, focus on using existing data to forecast future outcomes rather than
explicitly exploring relationships. Lastly, inferential statistics involve making
generalizations about a population based on sample data, but they do not necessarily
delve into the relational aspects of the variables within the study, which is the central
aim of explanatory studies. Thus, the emphasis on understanding the relationships
among variables rightly identifies explanatory studies as the appropriate choice.

4. How is marginal probability calculated?
A. Event occurrences divided by total occurrences
B. Subset divided by total and multiplied by 100
C. Subtracting occurrences from 100 and dividing
D. Total occurrences divided by event occurrences

Marginal probability is calculated by determining the likelihood of a specific event
occurring within a sample space. This is done by taking the number of times the event
occurs and dividing it by the total number of occurrences or outcomes in the entire
sample space. This method provides a straightforward approach to understanding how
often a particular event is likely to happen relative to the overall set of data.  To visualize
this, consider a scenario where you are looking at a dataset that includes various
outcomes of a healthcare study. If you want to find the marginal probability of a patient
recovering from a treatment, you would count all the patients who recovered (the event
occurrences) and divide that by the total number of patients in the study (the total
occurrences). This calculation gives you the proportion of recovery, which is the marginal
probability for that event. This understanding is fundamental in statistics as it helps in
making inferences based on the data collected.   Other approaches suggested, like
dividing a subset by the total and multiplying by 100, relate more to obtaining
percentages rather than directly calculating marginal probabilities. Similarly,
subtracting occurrences from 100 or reversing the numerator and denominator do not
align with the standard definition and calculation method associated with marginal
probability.

9Sample study guide. Visit https://advhealthcarestats.examzify.com for the full version

SA
M

PLE



5. Which factor does NOT influence the power of a test?
A. The sample size
B. The alpha level
C. The standard deviation of the population
D. The mean of the sample

In hypothesis testing, the power of a test is defined as the probability of correctly
rejecting the null hypothesis when it is false. Several factors can influence the power of a
test, including the sample size, the alpha level, and the standard deviation of the
population. However, the mean of the sample does not directly influence the power.  The
sample size is critical because larger samples provide more accurate estimates and
increase the likelihood of detecting an effect if it exists. The alpha level, which is the
threshold for rejecting the null hypothesis, also has a significant impact on power;
decreasing the alpha level (making it more stringent) generally lowers the power, while
increasing it raises the power. The standard deviation of the population affects the
variability of the data; less variability (a smaller standard deviation) leads to increased
power because it allows for clearer detection of an effect.  The mean of the sample,
however, does not influence the power of the test in the same way. While the sample
mean plays a role in determining the outcome of the hypothesis test, it does not
inherently affect the ability of the test to detect an effect when one exists. The mean is a
summary statistic that reflects the data collected, but it does not influence the
parameters that affect power—such as sample

6. An experiment resulted in a p-value of 0.5. Which
statement is true?
A. The test results were statistically significant at a 5% level.
B. 50% of the test subjects experienced dizziness after the test.
C. Patients experienced 50% less dizziness as a result of the

treatment.
D. The probability that such a test statistic value occurs by

chance alone is 50%.
The p-value represents the probability of obtaining results at least as extreme as those
observed in the study, assuming that the null hypothesis is true. A p-value of 0.5
indicates that there is a 50% chance of observing the data (or something more extreme)
due to random variation alone, under the null hypothesis. This means that the evidence
against the null hypothesis is weak, and researchers would typically fail to reject the null
hypothesis at conventional levels of significance (such as 0.05).  Hence, stating that the
probability that such a test statistic value occurs by chance alone is 50% accurately
reflects the meaning of the p-value in this context. This shows a lack of statistical
significance, suggesting that the treatment or effect being tested does not have strong
evidence to support its effectiveness in the population being studied.
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7. Which techniques are commonly used to present and
organize statistical data?
A. Graphical displays
B. Frequency distributions
C. Summary charts
D. Descriptive statistics

Graphical displays are essential tools in the presentation and organization of statistical
data because they transform complex numerical information into visual formats that are
easier to comprehend. Techniques such as bar charts, histograms, pie charts, and line
graphs allow individuals to quickly grasp trends, distributions, and relationships between
variables. Visual representations can significantly enhance understanding and retention
of information, making them particularly valuable in the field of healthcare statistics,
where clear communication of data is critical for decision-making.  Utilizing graphical
displays helps in highlighting important data characteristics that might be overlooked in
numerical tables, such as patterns, outliers, and comparisons among groups. This makes
them indispensable for analysts, researchers, and practitioners who need to
communicate findings effectively to stakeholders who may not be statistically trained.  
While frequency distributions, summary charts, and descriptive statistics are also
important components of data organization and presentation, graphical displays
specifically focus on visual representation, thereby making them the primary technique
for presenting and interpreting statistical data.

8. A research project that follows the participants forward in
time to identify future outcomes is referred to as
A. a cross-sectional.
B. a cohort study.
C. a case-control study.
D. a quasi-experimental.

A research project that follows participants forward in time to identify future outcomes is
referred to as a cohort study. This type of study design involves observing a group of
individuals (the cohort) over a specified period to see how certain exposures or risk
factors affect their outcomes. Researchers begin with the participants who are free of the
outcome of interest at the start of the study and then track them over time, measuring
how many experience the outcome based on different exposures or characteristics.  
Cohort studies are particularly valuable in exploring causal relationships and
determining the incidence of outcomes, as they allow for longitudinal data collection and
can establish a temporal relationship between exposure and outcome. This approach
contrasts with cross-sectional studies, which provide a snapshot of data at a single point
in time, and case-control studies, which look backward, comparing those with the
outcome to those without it. Quasi-experimental designs involve interventions but do not
randomize subjects into groups, which further delineates them from cohort studies in
terms of methodology.
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9. What are data values that do not fit the pattern of the rest
of the data referred to as?
A. Deleted from the study.
B. Considered outliers.
C. Reinvestigated.
D. Put in a separate category.

Data values that do not conform to the expected pattern of the rest of the data are
referred to as outliers. Outliers are observations that lie outside the general distribution
of the data and can significantly influence statistical analyses, such as the mean and
standard deviation. Their presence may indicate variability in the measurement, errors in
data collection, or may represent a novel phenomenon worthy of further investigation.
Identifying outliers is a critical step in data analysis, as it can impact the conclusions
drawn from the data.  In contrast, simply deleting outliers from the study can lead to
biased results, and reinvestigating them may be necessary to understand their nature
better, rather than disregarding them. Placing them in a separate category does not
address their significance within the overall dataset, which could lead to an incomplete
interpretation of the data’s implications.

10. Which of the following describes the Pearson correlation
test?
A. a type of ANOVA
B. a parametric test
C. a nonparametric test
D. none of the above

The Pearson correlation test is designed to assess the strength and direction of the linear
relationship between two continuous variables. It is categorized as a parametric test
because it makes certain assumptions about the data, such as that the variables being
analyzed have a normal distribution, exhibit homoscedasticity (constant variance), and
have a linear relationship. These assumptions are critical for the validity of the results
obtained from the test.  In contrast, nonparametric tests do not rely on these stringent
assumptions and are typically used when the data does not meet the requirements for
parametric testing, such as with ranked or ordinal data. Since the Pearson correlation
test specifically requires normally distributed data and focuses on quantifying linear
relationships, describing it simply as a parametric test captures its essential purpose and
methodological framework accurately.   Understanding this distinction helps clarify why
the other options do not fit the description of the Pearson correlation test. Types of
ANOVA involve comparing means among three or more groups and are not related to
correlation, while nonparametric tests include methods that do not assume a specific
data distribution. Therefore, parametric testing, as represented by the Pearson
correlation, is crucial for effectively analyzing the relationships between continuous
variables under the right conditions.
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